THE SCIENTIFIC METHOD* 
Objectives
1.
To understand the methods used by scientists

2.
To appreciate the powers and limits of scientific methods

Background 

In lab, we will discuss and work with the scientific method.  You may find it useful to review your lecture notes.  Use the “Terms and Concepts” section at the end of this handout to find definitions of any terms that are unfamiliar to you.  

Many people think that scientific studies always involve carefully planned experiments in which physical measurements are made.  In reality, there are several types of studies (i.e., scientific observations) which can be performed and several types of data that can be collected.

Types of scientific studies
Descriptive studies: Here, the scientist does not directly manipulate the subject(s) of the study, and quantitative relationships among the observed characteristics are not sought.  Researchers just beginning a project on a new, previously unstudied system often perform this type of study, before basic relationships have been established.  For example, if you were beginning a study of mating behavior of the elusive wild turkey in Vermont, you would learn to track the birds and observe them in their natural habitat.  You might begin your scientific study by describing all of the behaviors that you observed, objectively.  This would allow you to acquire a strong base of knowledge about these birds and would spur you to ask questions about some of the behaviors you saw.  These questions would be your basis for forming testable hypotheses for further study.  

Observational hypothesis-testing: In observational studies, the investigator does not manipulate the subject of study, but does test a specific hypothesis.  This type of study may involve examining the patterns exhibited by one variable.   For example, you might hypothesize that certain eye colors of flies are much more common than other colors, in nature.  However, more often, observational hypothesis-testing involves determining whether two events or characteristics are associated in nature.  For example, based on your descriptive study of wild turkey behavior, you might hypothesize that the elaborate reddish snood on the male turkey’s head plays a role in courtship and mate attraction.  Your prediction is that males with brighter red snoods attract more mates than males with pale pink snoods.  You would test your hypothesis by recording snood color for each male bird and observing the number of mates each bird had during the courtship season.  If your data show the association you predicted (males with the reddest snoods mated more than males with pale pink snoods), have you demonstrated that female turkeys are attracted to red snood color?  Why or why not?

Manipulative hypothesis-testing: In manipulative studies, the scientist has a hypothesis in mind, and is able to test it by observing the relationship between two variables under carefully controlled conditions, i.e., by conducting an experiment.  The investigator actively manipulates the subject(s) of study to create a situation where one characteristic or phenomenon can be adjusted, and its effect on another characteristic or phenomenon can be measured.   Can you design an experiment to ascertain that female turkeys are attracted to red snoods of males?  (Assume you have developed methodology for capturing live turkeys and that you can handle them.)  Think about the things you need to watch out for in designing your experiment to make it unambiguous and unbiased.   What kinds of controls are appropriate?

Types of data
Corresponding to the different types of studies described above, there are also different types of data which scientists collect.  

Descriptions: In descriptive studies, careful depictions of morphological characteristics, behaviors, or spatial relationships between organisms may be written or sketched.  Often, when scientists are just beginning to work with a new study organism or system of organisms, not enough is known about the subject(s) to be sure exactly what one should look for, nor how one should measure it.   Thus, descriptions form a crucial basis for further study and development of testable hypotheses.

Types of variables: When hypotheses are tested, variables must be quantified.

There are three general types of variables; all of these types may be used in hypothesis-testing.

1)  attributes (= nominal data): These are variables that can be readily categorized, but would be much more difficult to describe in numerical terms.  An example would be types of nut eaten by turkeys, e.g. acorns, beech nuts, and mockernuts.  If you were testing a hypothesis about nut preference of birds, you could quantify nut choice by recording the number of times birds fed upon each type of nut.  Thus, attributes can be used in a quantitative study.

2)  rankings (= ordinal data): These are variables that cannot easily be measured on a physical scale, but can be ranked subjectively.  For example, if your Vermont wild turkeys perform strutting courtship displays, you might hypothesize that male turkeys which display more vigorously receive more matings.  To test this hypothesis, you might first try observing male turkeys and rating their displays on a scale that you develop (e.g., 1 = very weak, sluggish display, while 5 = an extremely energetic display).  For this type of data, since the scale is subjective, it is important to remember that the difference in the magnitude between the ranks 1 and 2 may not be the same as the difference between ranks 2 and 3, (for example); these are not precise measurements.

3)  measurements: Numerical measurements along a physical scale are preferable to subjective rankings.  If you can videotape displaying turkeys and use still frames from the video to measure height of turkey foot-raises during displays or the amount of time spent in bouts of strutting, these could be measurement variables in your scientific study.  Mass and other physical dimensions of organisms represent further examples of measurement variables.  Counts of one type of organism or one event would also represent measurements.  Such data are precise, clearly understood by others, and suffer little influence of personal bias.  In addition, the mathematical tools of statistics allow one to analyze and draw conclusions from such measurements more readily than from ranked data.

Part 1: Looking for Associations
The scientific method begins with careful observations of nature.  These observations may suggest associations, or correlations, between different factors.  In the following activity you will look for associations between various characteristics of your classmates.  Examine the other students in your class and look for relationships between the following:

VARIABLES
Hair color: e.g., black, brown, grey, red or blond. 

Variable type:__________________________

Wearing of jewelry: score by number of pieces worn.

Variable type:__________________________

Smallest finger length: estimate to nearest centimeter.

Variable type:__________________________

Arm span: estimate to nearest centimeter.

Variable type:__________________________

Eye color: e.g., black, brown, blue or green.

Variable type:__________________________

Gender: male or female.

Variable type:__________________________

Wearing of glasses: yes or no.

Variable type:__________________________

Ability to roll tongue: yes or no

Variable type:__________________________

Earlobes: attached or unattached

Variable type:__________________________

Hair texture: develop a scale that runs from 0 to 5 where 0 is totally straight hair and 5 is very curly hair.

Variable type:__________________________

BENEATH EACH VARIABLE ABOVE, LIST THE TYPE OF VARIABLE.
COMPLETE THE WORKSHEET ON THE FOLLOWING PAGE.  BE SURE TO RECORD YOUR HYPOTHESIS AND PREDICTION BEFORE YOU COLLECT ANY DATA!  (Otherwise, you are predicting the outcome of a horse race that you’ve already watched.)
Worksheet:
Looking for Associations
Group:                               



Reporter:

The first step in the scientific method is to formulate a hypothesis and a prediction based upon this hypothesis.  For example, you might hypothesize that for people, eye color and hair color are associated.  From this research hypothesis you might predict a positive relationship between eye color and hair color.  More formally, you would predict that in any group of individuals, those people with dark eyes will have dark hair more often than expected due to chance alone.  

For the purposes of statistical hypothesis-testing, you also need to state a null hypothesis.  Your null hypothesis for this example is a statement that dark hair and dark eyes only occur together at the frequency expected due to chance, i.e., a statement of no association between dark hair and dark eyes.  The null is always a statement that the proposed effect or association is absent, so a statement of no association between variables or no difference between treatment groups.  It serves as a “straw-man” that you attempt to knock down, or reject, lending  support to some alternate hypothesis, perhaps your research hypothesis.  You can never prove your research hypothesis (so don’t claim that you have!), but you might reject the null and support your research hypothesis.  

After discussing the variables above with your group, write a research hypothesis, a prediction, and a null hypothesis below. 

Research Hypothesis:

Prediction:

Null Hypothesis:

In your notebook, record data for each of the variables listed on the preceding pages.  Follow your professor’s instructions.  Your professor may wish to compile the data from the entire lab section for you to use and so may want you to record data for all variables -- not just the ones your group is testing.  
Data Analysis:
Associations may be positive (two factors are present together more often than would be predicted by chance), or negative (two factors are present together less than would be predicted by chance).  In completing the assignment above, you first determined that we have three types of variables in our class data set: attributes, rankings, and measurements.  You will need to look for associations among these types of variables in different ways.  Two example methods are given below for two different combinations of types of variables.  If your group has used a combination of variable types not listed, develop your own procedure, with help from your professor. 

1) ASSOCIATION BETWEEN TWO ATTRIBUTES

Use the following example as a guide, if you have hypothesized that there is an association between any two attributes.  

Example:  Suppose we want to know if black hair and wearing glasses are associated.  In this case, our null hypothesis is that black hair and glasses occur together as expected due to chance (no more often, no less often).  We will test our hypothesis by first calculating the chance expectation of finding students with both glasses and black hair in the class.  Second, we will calculate the observed proportion of students with both glasses and black hair.  

DATA: In a class of 30 students, 10 have black hair, 15 wear glasses, 4 of these same individuals have both features (black hair and wear glasses).

Chance expectations:
1)  The chances of a student in the group having black hair are 10/30 or 1/3.  

2)  The chances of a student in the group wearing glasses are 15/30 or 1/2.  

3)  To find the chances that a student in this group has glasses and black hair, we MULTIPLY the independent probabilities of these features occurring in our group.  For them to occur together, the odds are: 

(1/3) (1/2) = 1/6

4)  There are a total of 30 students in this group, so we multiply the chances of finding a student with black hair, wearing glasses times 30 to get the number of such “combination” students we expect to find, due to chance:



(1/6)(30) = 5 students

Observed data:

We found that 4 students have both features: black hair and wear 

glasses.  

Conclusions:  The observed value of 4 students is not very different from the chance expectation of 5 students, so we cannot reject our null hypothesis and have found no support for our research hypothesis.  {NOTE: statistical tests can be used to more objectively determine if your observed and expected values are significantly different.} 

2)  ASSOCIATION BETWEEN TWO MEASUREMENT VARIABLES 

(= CORRELATION)

Statisticians reserve the term  “correlation” to describe an association between  measurement or ranked variables.  (Note that others use the term “correlation” to describe a wider variety of associations.)  If your group is working with two measurement variables, you can look for a correlation graphically, by creating a scatterplot.  

Example:  Suppose that our research hypothesis is that arm span and smallest finger length are correlated.  In this case, our null hypothesis is that there is no relationship between these variables.  We must plot the arm span of each student against the smallest finger length of that student, until points on a graph represent all students.  (It doesn’t make any difference which variable is plotted on the x-axis in this case.)  If there is a correlation, a pattern should emerge on the scatterplot, as opposed to the random smattering of points that would result if the null hypothesis were true.   

Make a scatterplot of your own data and discuss the pattern (or lack thereof) with your professor.

USE ADDITIONAL PAPER (PERHAPS GRAPH PAPER) TO ANALYZE DATA TO TEST YOUR GROUP’S HYPOTHESIS

ENTER YOUR CONCLUSIONS, REGARDING YOUR HYPOTHESIS, HERE:

Part 2. Cause and Effect.

Shown below are some data on the use of soap and the average life expectancy in several countries.

	 Country
	Soap Use (lbs per year

per person)
	Life Expectancy (years)

	Australia
	28
	72

	Columbia
	10
	55

	Guatemala
	7
	45

	India
	1
	50

	Italy
	11
	63

	Jamaica
	10
	58

	Japan
	6
	60

	Peru
	3
	52

	Switzerland
	25
	70

	United States
	26
	72

	United Kingdom
	26
	68


a.  Draw a graph displaying the relationship between soap use and life expectancy:
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b.  Does the above graph demonstrate that soap use increases life expectancy? Why might this be true?  What other explanations for the pattern can you think of?

c.  Which of the following explanations do you think best explains the data shown? Circle one.

1.  Soap use decreases disease and therefore increases life span.

2.  Old people are more likely to use soap.

3.  Soap use and life expectancy show a positive correlation because both  increase with increasing economic development.

d.  Is it safe to assume a correlation represents a functional (cause and effect) relationship?  Why or why not?

e.  What additional studies might you do to decide which of the above explanations (in part c.) is most likely to be true?

Part 3: Experimentation
Many discussions of the scientific method lead you to believe that the development and testing of hypotheses are so organized that, once a problem has been chosen for study, it all goes like clockwork.  In truth, this is rarely the case and successful scientific investigation actually includes a considerable amount of creativity (especially in developing hypotheses), luck (especially in choosing a "starting" hypothesis among several equally plausible, but competing, ones), and perseverance (especially in repeatedly testing and modifying a hypothesis using many different experiments).

Furthermore, even an experiment which doesn't turn out the way you expected is useful in that it allows you to eliminate a possible hypothesis.  In fact, sometimes an experiment is performed precisely to see if indeed it will "fail" since the experimenter's hypothesis predicts it to do so.  Thus, there really is no such thing as a "failed" experiment, only a poorly designed or poorly executed one.

You should also gain an appreciation in today's lab for the fact that scientific investigation is iterative (you just have to keep testing and modifying your hypothesis until it explains ALL of the related data - a single experiment is not sufficient), cooperative (since no one person can do ALL of the relevant experiments related to a hypothesis, the sharing of data among investigators is crucial), and tentative (you will never know for SURE that your hypothesis is absolutely true since it can never be tested in every conceivable way.  You will never prove your hypothesis!).

It is now your turn to try out the scientific method by making some observations, formulating several hypotheses, designing an experiment and carrying it out.*
Each “research lab” (group of four students) will be given the following:



several termites



a piece of paper



pens and brushes

Step #1 - Making Observations

Place several termites on the paper.  (Be gentle, they are easily squashed, so use the brush to keep them from straying.)  Watch carefully as the termites roam around the paper.  Draw lines to see if this influences movement.  At this point we are not trying to collect any data, we are just spending a little time with the organism and looking for anything interesting about its behavior.  Now is your chance to have fun, be creative, and discover something new.


Observations:


1.


2.


3.

Step 2 - Developing Hypotheses
Think about your observations with members of the team in your research lab (your lab table).  Can you go from your specific observations to any kind of general statement regarding termite behavior?

Now develop several hypotheses - remember, the are only guesses about what is happening but they should be reasonable guesses based on the your observations.  They should also be testable.  For example, you might be able to develop a test that would determine whether or not termites usually travel in circles or straight lines, but not whether they are “happier” doing that.


Hypotheses:


1.


2.


3.

Step 3 - Designing an Experiment
Now it is time to use your ingenuity to develop a procedure whereby you can test one of your hypotheses.  Plan your experiment.  Write out your protocol below.  This is the exact procedure that you will use.  It should include the number of organisms used, the time each is to be observed, what constitutes a positive or a negative response, and what kind of data will be gathered.  Mathematical data are preferred because they are more objective and cannot be influenced by your feelings.

A well-designed experiment should be repeatable.  That is, other scientists must be able to set up similar experiments and get similar results before the conclusions are considered valid.


What is the variable that you are testing?


What parameters are you holding constant?


How many times will you repeat this experiment?


Protocol:

Step 4 - Collecting Data
Run your experiment as designed.  Collect data.  Do not discard, change, or fudge on any of the results.  Record just what occurs.


Data:

Step 5 - Analyzing Your Data

Organize your data into tables and/or graphs.  Study the results.


Do the results substantiate your hypothesis?                             

Were there any variations in the observed behaviors?                             

Were there any surprises?


Based on your data, would you accept, reject or modify your hypothesis?


Explain:

Step 6 - Sharing Your Results
A part of science is sharing of your findings with others.  This is often done through the scientific journals and through presentations at scientific meetings.  Good science does not work in isolation from the rest of the world but builds on the work of others.

We will now share the findings of each of our “research labs” to see if we all came up with consistent conclusions.

1.

2.

3.

4.

5.

Step 7- Re-examination
Did all of the groups come to the same conclusion?  If not, how is it possible that all of the groups correctly carried out the scientific method and yet came to differing conclusions?

How can these differences be consolidated into a new testable hypothesis?

Step 8 Assignment: Write a Termite Summary
1) Write a brief description of the termites incorporating your observations into the description.

2) State your hypothesis and prediction for the experiment you conducted.  Indicate the reason for your hypothesis and prediction.  Identify the independent and dependent variables in your study.

A. The independent variable is the factor you manipulate in your experiment to cause a change in the termites’ behavior.  (It is also called the experimental variable.)

B. The dependent variable depends on, or is a response to, the independent variable.

3) Describe the experimental procedure you used.  Provide sufficient details so that someone else could repeat your study based upon the information you give.

4) Present your results in a table and graph.  Label both axes and write a descriptive title for the table and for the graph.  By convention on graphs, the independent variable goes on the x-axis (horizontal) and the dependent variable goes on the y-axis.

5) Verbally summarize your results.  In other words describe how the termites behaved when you conducted the experiment.  Refer to the data you collected to illustrate what you are stating.  For example, if termites turned counter clockwise when given a choice, you might state: “ In 4 out of 5 trials conducted termites moved counter clockwise in the maze instead of clockwise.’

6) Interpret your results.  Was your hypothesis supported or not?

7) Briefly summarize the class results.  What variables did different groups test?  Compare the results among groups that tested the same variable.  How can you account for these results?

8) Propose a follow-up experiment.  

Follow-up Assignments:
1. Looking for patterns.

On the next page is a diagram displaying the results of some (imaginary) observations.  This diagram represents a map of the town of Watsonville.  On this map the positions of all gasoline service stations and schools are indicated.  Also shown is the location of all cancer deaths in this community over a ten-year period.  For convenience of analysis, circles have been drawn at a one half mile, and a one mile radius from each school and service station.

There are two competing ideas regarding the causes of cancer in this area.  One view is that airborne pollution from gasoline stations is a causative agent.  Another view is that a virus (which can be spread by children) is a causative agent.  Analyze the data presented and determine which view you think is more likely to be valid.

You will need to consider factors such as the following:

· What is meant by "close to" a school or gas station?  What effect does making the distance larger have on the quality of the data?  What happens if the distance is made too short?

· What would be a proper control population for the study?

· How would you decide if an observed relationship is actually significant, or is the result of random fluctuations in the data?

2. You are interested in whether cancer is caused by agent x. Which of the following protocols do you think would be the best scientifically?  Why?

a.  Expose rats to high doses of agent x, and measure cancer incidence as compared to a control population.

b.  Ask people if they had ever been exposed to agent x and determine if they have cancer.

c.  Find out if agent x causes mutations that are known to be associated with cancer.

d.  Measure the blood levels of agent x in people, and then follow them over time to learn the incidence of cancer.

3. In a televised report on the Three Mile Island nuclear accident, a reporter interviewed residents of the area.  These residents noted that several people in their neighborhood had recently died of cancer.  How would you rate this information as scientific evidence?

INSERT  cancer incidence sheet for question 1.

4. Some people argue that Darwin's theory of evolution by natural selection is not "scientific" because it does not make testable predictions.  Are such arguments sufficient to show that a theory is not scientific?  Based upon your understanding of the theory of evolution do you think that it makes testable predictions?

5. A controversy exists among some researchers regarding the role of HIV as the causative agent of AIDS.  While the overwhelming majority of scientists believe that the evidence is sufficient to demonstrate that HIV causes AIDS, a few believe that the issue is unresolved.  Assume that you could ask each of these groups of scientists a single question that would help you decide which is right.  What would that question be?

6. You wish to determine the effects that exercise might have on learning.  On the one hand, you hear that exercise is good for you and stimulates mental processes.  On the other hand, you know many athletes and most are not doing well in their classes.  You decide to set up a controlled experiment to measure the effect of exercise on learning.  Your experimental group will be several students who will exercise just before studying.  What will be your control group?

a.  Students who study without exercise. 

b.  Students who study and then exercise. 

c.  Students who exercise the day before they study.  

Why?  Would you use the same group of students for both the experimental and control groups?

Terms and Concepts:
Scientific method: The scientific method depends upon observation and experimentation to provide explanations for the behavior and organization of the natural world and to make predictions about future events.  The most important, and useful, characteristic of the scientific method is its ability to make valid predictions.  Scientific predictions are based upon scientific theories, and are subject to observational verification.  Nonscientific explanations, such as astrology, are not based upon a tested theory, and are not subject to verification.

Hypothesis:
The hypothesis is a statement thought likely to be true, but has not yet been conclusively supported by experiment or observation.  To be useful a scientific hypothesis must make a testable prediction.  A statement such as "The sun will rise in the east" is not a hypothesis because it is already considered true.  It would be considered a statement of fact.  On the other hand, the statement "The sun will explode in ten billion years" is a proper hypothesis, but is unlikely to be tested by observation.  A statement such as "I wonder if the sun will explode in ten billion years?" is a question, not a hypothesis.

Theory: A theory is a general principle that explains many observations.  Darwin's theory of Evolution by Natural Selection explains how organisms have changed over time on earth.  That organisms underwent, and continue to undergo, change is considered a scientific fact.  The theory of natural selection is the best available explanation for such changes.  Because of the strength of evidence supporting natural selection, most scientists feel that it should be considered a law, or principle of nature.  A common misconception is that if an idea is called a "theory" it is not yet a valid scientific principle.  This is reflected in the common phrase "It is only a theory."  Unfortunately the word "theory" often remains attached to a concept long after it has become accepted as an established principle (e.g., Einstein's "Theory" of Relativity).

Prediction:  The test of any hypothesis or theory is the validity of the predictions that it makes.  A theory is strengthened every time a prediction it makes is confirmed by observation.  In principle, a theory can be disproved by a single failure of prediction.  Prediction is not always a component of a scientific study.  Scientific investigation often starts with simple observations.  Thus, an ecologist who is counting the number of plant species on an island is doing science, even though no prediction has been made.  The ultimate goal of such observations, however, would be to formulate a hypothesis that would make a testable prediction.  For example, the ecologist may come to the conclusion that small islands tend to have fewer species than large islands.  This prediction could then be tested by further observations.

Observation:  A scientific observation focuses on specific properties and features of a system.  An observation, like an experiment may be used to test the validity of a hypothesis.  Any observation may become scientific.  For example, before the development of modern genetics by Mendel, many farmers had developed ideas about how plant characteristics passed from generation to generation.  Through careful observation and controlled experiments, Mendel established specific rules for inheritance in pea plants.  Mendel's rules would be considered scientific, while the casual observations of farmers, even if valid, would not be considered scientific in nature.

Experiment:
 An experiment is a controlled observation involving a manipulation of selected variables.  Many of us do simple experiments regularly.  For example, suppose a lamp does not go on when you turn the switch.  Your first hypothesis would probably be that the bulb is burned out.  You would test this hypothesis by replacing the bulb with a new one.  If the lamp lit, you would consider your hypothesis verified.  If it still did not light, you would formulate a new hypothesis (plug out? switch broken? general power failure?) and test these as needed.

Variable:  A variable is any factor in an experiment that is subject to change.  Most experiments have an independent variable whose value does not depend upon the hypothesis.  Common independent variables are time, length, mass and temperature.  A dependent variable changes as the independent variable changes.  Suppose you wanted to know what factors were important in cooking a steak.  The dependent variable here could be the degree of doneness.  The degree of doneness depends upon the time of cooking.  The passage of time, of course, is independent of whether or not you are cooking a steak.  Thus the independent variable is time, and the dependent variable is degree of doneness.  Note that one could also measure the time required to reach, for example, medium rare, and vary the temperature used.  In this latter case cooking time becomes a dependent variable, and temperature the independent variable.

Controls:  Proper scientific experiments and observation should include a control.  As nearly as possible the control should be identical to the experiment except for a single factor—the independent variable.  A classic example of the need for proper controls occurs in medical research on drugs.  Patients sometimes report that they feel better, even though the pill they were given contained no active ingredients.  This phenomenon is called the placebo

effect.  In drug experiments, therefore, it is common to divide patients into two populations.  One population, the experimental group, gets the active medication.  The other population, the control group, gets an identical looking medication, the placebo, which lacks the active ingredient.


The use of two distinct types of controls (positive and negative) will strengthen the researcher’s ability to draw strong conclusions from some experiments.  A positive control is a condition that will produce positive results in a particular test, i.e.; some effect will be demonstrated.  A negative control is a condition that should produce negative results in an assay, meaning there will be no reaction or no effect.  For example, assume you are studying bacteria that cannot grow on a particular food medium UNLESS the bacteria mutate.  The goal of your experiment is to determine whether substance x, a new food additive, is a mutagen.  For your experiment, a positive control would be the addition of a KNOWN mutagen to these bacteria.  In that case, the bacteria should grow.  This positive control would demonstrate that your test for mutagenicity was working, as expected.  But, you would also want to perform a negative control.  Here, you would add an inert substance (such as water) to the bacteria and attempt to grow them on the same food medium.  If your test for mutagenicity is working as expected, very few bacteria should grow on these negative control plates.  {Only those bacteria that spontaneously mutate will survive to reproduce.}  If you perform both types of controls, you will have more confidence in the results of your work, testing the effects of a new potential mutagen on bacteria, or of any experiment where you have enough background information to design appropriate positive and negative controls.

Verification:
 others can verify A scientific observation or experiment.  When a scientific result is published, the authors provide sufficient detail to allow others to repeat the experiment or observation.  Sometimes the experiment or observation cannot be repeated, and the reported results will eventually be rejected.  Rare events, such as sightings of the "Loch Ness Monster" (probably not real) or of "ball lightning" (probably real), may be difficult to prove scientifically.

Analysis:  The techniques used to compare the outcome of an experiment with the predictions of a hypothesis.  A graph may be used to display the relationship between changes in the independent variable (usually indicated on the horizontal axis) and one or more dependent variables (usually indicated on the vertical axis).  Statistics are used to decide the probability that a set of data is consistent with the predictions of a particular hypothesis.  Results can never prove a particular hypothesis to be true, since more than one hypothesis could explain a set of data.  A hypothesis can be disproved, however, if the data are clearly inconsistent with the predictions of the hypothesis.

* Adapted from Weisenberg, R. “The Scientific Method” Dept. of Biology, Temple University, Philadelphia, PA and Blaker, W., “Using the Scientific Method to Study Optical Orientation in Blowfly Larvae”, Dept. of Biology, Furman University, Greenville, SC.


*  The termite exercise was developled by; Marsha E. Fanning, Ph.D., Department of Biology, Lenoir-Rhyne College, Hickory, North Carolina, 18603.
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